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Workshop Facts
• 125 Participants
• Focus was on LLRF control for 

Linacs and Synchrotrons
• 35 Invited Talks, 20 

Contributed + 17 Posters

T. Powers: LLRF Work at JLAB
K. Davis: Transient Microphonics
J. Musson: Linear Recievers
C. Hovater: Four years of LLRF

• Four Working Groups
– WG1: Synchrotrons and LHC, Mike 

Brennan
– WG2 : LINACS ILC, Mark Champion 
– WG3 : RF System Modeling & 

Software : Stefan Simrock
– WG4: Hardware/Implemenation/DSP, 

Brian Chase
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Overview of CERN LLRF
Fleming Pederson



The LHC Low Level RF

Reported by P. Baudrenghien
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The LHC beam

• High beam current: 0.6 A DC (nominal)
• Very unevenly distributed around the ring: many gaps …
• 2808 bunches, 25 ns spacing, 400 MHz bucket
• bunch length (4 σ): 1.7 ns at injection, 1 ns during physics.
• Longitudinal emittance: 1.0 eVs (injection), 2.5 eVs (physics)

– growth time due to IBS: 61 hours (physics)
– damping time due to synchrotron radiation: 13 hours (physics)

• Frequency swing (450 Gev -> 7 TeV): 
– < 1 kHz for protons
– 5.5 kHz for Pb

3 µs0.94 µs0.94 µs

72 bunches

Bottom line: high beam 
current, low noise electronics…



The LHC RF

• Two independent rings
• 8 RF cavities per ring at 

400.790 MHz [2]:
– Super Conducting Standing Wave 

Cavities R/Q = 45 ohms, 6 MV/m 
nominal

– Movable Main Coupler (20000 < QL < 
180000)

• 1 MV /cavity at injection with QL = 
20000

• 2 MV/cavity during physics with QL = 
60000

– 1 klystron per cavity
• 300 kW max
• 130 ns group delay (~ 10 MHz BW)

– Mechanical Tuner range = 100 kHz 



LHC LLRF Block Diagram



Phase noise reduction with fdbk

Measurement of phase noise Vcav/Synth with ZLW-1W mixer and 100 MHz LPF.Q60000, 2 MV Vacc
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Klytsron Linearizer: John Fox









Vector Modulation Cont.



Operated by the Southeastern Universities Research Association for the U.S. Department of  Energy

Thomas Jefferson National Accelerator Facility Page 18

SNS Reference System
Chip Piller

• SNS system the “high water”
mark for coax!

• Tight Reference line 
requirements

+/- 0.1 degrees between Cavities
+/- 2.0 degrees between linac points

• Employs temperature stabilized 
Reference lines and  down 
converters

• Measurements over the short 
term (< hour) did not reveal any 
drifts!

Diagram of the SNS RF Reference System
C. Piller, PAC05
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Technology: Platforms ..…in..…Transition

• VME/VXI Crates have been the 
traditional method of housing 
and communicating with LLRF

• Easy to proto-type and install, 
well supported

• Can be expensive in large 
quantities

• Installations: 
SNS, JLAB, J-PARC ring RF, FERMI, 
TTF

SNS LLRF System using VXI Crate
B. Chase, Snowmass05
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Technology: Platforms..…in..…Transition

Networked based systems: 
Control what you want, where 
you want, when you want!

– Ethernet 
– PCI
– CAN (Controller Area Network)

• PCI
Well supported
Installations: SNS (BPM), J-PARC
(linac)

• Embedded Ethernet
Inexpensive & Flexible
Many COTs boards ready to support your 

project. 

LBL LLRF using embedded StrongARM CPU 
and Ethernet.  L. Doolittle et al, LINAC02



LCLS RF Control System
Dayle Kottouri

Only the Coldfire uCdimm 5282 
processor had the communication 
speed and power to meet our data 
requirements. Cost is $150  per 
processor plus the development of the 
board it sits on

• By choosing the Arcturus Coldfire
uCdimm 5282 processor, we are able 
to make use of the port of the 
operating system, RTEMS, which has 
already been done. 

– RTEMS is the standard for the real-
time operating system chosen for LCLS 
by the Controls Group

– EPICS, the standard for the control 
system software for LCLS runs on 
RTEMS

– With these choices, the LLRF control 
system will be fully integrated into the 
rest of the LCLS EPICS control system 
and can speak to other devices and 
applications such as control panels, 
alarm handlers and data archivers, 
using Channel Access protocol, the 
standard communication protocol for 
this project.



Technology: FPGA’s

• Most new LLRF designs 
incorporate a large Xlinix or an 
Altera FPGA.

• Manufactures have added new 
features that make it easier to 
perform DSP manipulations in 
the IC. 

• Uncharted and new territory: 
hard and soft processor cores 
in the FPGA may allow 
complete system on chip with 
network connections.

Altera Xlinix

Altera DSP Block Architecture
http://www.altera.com/
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Traditional Processors …DSP ….FPGA….

• Large multi-core Processors 
could possibly run dedicated 
feedback, communication  and 
house keeping.

• Blended system DSP/FPGA, 
large processor/DSP etc. 
Example is Cornell's LLRF 
system which uses a DSP and a 
FPGA. 

• Large FPGA’s with soft or hard 
processor cores can run 
dedicated feedback while 
running LINUX and EPICS. 

Your options are endless!

Xilinx FPGA with hardcore Power PC 
http://www.xilinx.com/

Altera FPGA with softcore NIOS processor
http://www.altera.com/



BNL LLRF Super Board
Kevin Smith

• Design a generic, modular LLRF control 
architecture which can be configured to 
satisfy all of the LLRF control demands we 
currently have, and which will be 
supportable and upgradeable into the 
foreseeable future.

• Architecture has evolved from design and 
operational experiences with digital LLRF 
control hardware for RHIC, and more recent 
experience with the AGS, Booster, and SNS 
Ring LLRF design efforts.

• Two major components:
– System Carrier Board

• Self supporting (stand alone) 
LLRF system controller and 
control system interface.

– Custom Daughter Modules
• Provide system specific data 

acquisition capability and 
processing horsepower.

• DSP, ADC, DAC, etc.
– Obviously other support modules 

around this (primarily NIM analog).
• Huge engineering challenge, but the 

potential benefits justify it.
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RF Field Control for 12 GeV Upgrade

Tom Powers
K. Davis, J. Delayen, H. Dong, A, Hofler, 

C. Hovater, S. Kauffman, G. Lahti, 
J. Musson, T. Plawski,
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Direct Digital IF Signal Generation

• Concept use one of the harmonics out of your ADC for your IF frequency.

• For a 10-X system two disadvantages to using second or third harmonic 
frequencies are: 

— Small signal content. 
— Analog filter requirements.

f

t t

ff

oN(f  +1)

o=Nf1

T=N
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Relative Magnitude of Harmonics

• Relative magnitude of the three harmonics out of an ADC when 
the sampling frequency, fs, is near the signal frequency, fo.
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• Ratios of f3 to f1 is 1:5.
• 70 MHz component is 14 MHz away from nearest neighbor. 
• Commercial drop in 8 MHz BW filter available for $30.
• One can show that the harmonic contains the proper phase signal 

and is: 

3-X DDS

70 MHz

8 MHz Filter

f

t t

ff

o5f

o=4f   = 56 MHz1

T=4

( ) ( )( ) ...2,1,0 where2sin2sin 00 =+±⇒+ ktfkfABfA Sk ϕπϕπ









Other Talks Of Note
• Fermilab LLRF Software Architecture and Development: Paul W. 

Joireman
• Tutorial on Optimal Controller: Stefan Simrock
• RF for large heavily loaded rings: limiting factors and promising new 

developments: Dmitry Teytleman
• Complex digital circuit design for LHC Low Level RF: John Molendijk

• CERN LEIR LLRF: Maria Elena Angoletta
• LLRF Future Thoughts: Larry Doolittle 
• Beam based feedback for control: Holger Schlarb
• Characterization of SNS low-level RF control system : Hengjie Ma, 

See web: http://indico.cern.ch/conferenceTimeTable.py?confId=a050



Working Group 1
Synchrotrons/LHC

Summary Report

Mike Brennan
Philippe Baudrenghien

Four Talks, and much discussion 
(LHC)



Issues of particular interest to LHC 

1. RF noise and longitudinal emittance 
control

2. Klystron gain saturation and phase noise 
remedies

3. Beam Control topics (not presented in 
talks)



LLRF05

WG-2 Linac Applications

Summary

Mark Champion
&

Participants







Brian Chase
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Summary

• LLRF work continues to be a changing and 
challenging field.

• New projects and even the refurbishment of older 
systems will keep the community busy for the 
foreseeable future. 

The growth (120 people) of this workshop is 
testament to the strong need and interest in LLRF! 

• Next LLRF Workshop, 2007 in Knoxville
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